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Regime type is an important variable in international relations. Numerous scholars have
theorized its effects on actors’ crisis behavior and outcomes. Despite regime type’s importance,
the literature has not focused on the role its uncertainty might play in interstate politics. This is
in stark contrast to the scholarly attention given to uncertainty about other similarly important
variables like actor capabilities, intentions, or fighting costs. In this paper, we aim to address
this gap in the literature by providing a theory of regime uncertainty’s effects on conflict,
and developing a novel measure of uncertainty about regime type in interstate relations to
test our hypotheses. We find that regime uncertainty breeds caution rather than conflict: higher
uncertainty about the opponent’s regime type makes conflict initiation and escalation less likely
in disputes, and dyads with more uncertainty are less likely to experience conflict onset.
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Introduction

Numerous theories of international conflict posit that regime type is an important determinant in
states’ crisis behavior. Prominent debates in security studies have addressed a variety of mecha-
nisms through which regime type can be relevant for states’ foreign policy choices. Some argue
that regime type serves an informational role in crises, allowing democracies to send more credible
signals during crisis bargaining, thanks to the existence of opposition parties or free media (Schultz,
1998). Others propose that institutional differences in countries such as the size of leaders’ winning
coalition (Bueno De Mesquita et al., 1999), or the type of punishment leaders might expect after
losing a war result in different behavior in crises and conflicts (Goemans, 2000). Another group
of scholars emphasize normative differences across regimes resulting in different behavior (Maoz
and Russett, 1993). This vast literature, however, predominantly assumes that states in crises know
each other’s regime characteristics, and so far has not considered the potential effect of uncertainty
about regime type on conflict. This is despite numerous anecdotal evidence suggesting that such
uncertainty exists in interstate relationships. Some scholars note a rise in authoritarian values in
several democratic societies in recent years; and the rise of populist parties and charismatic politi-
cians to power in many traditionally democratic countries, favoring authoritarian policies such as
systematically weakening the opposition, holding unfair elections, and exerting control over the
judiciary (Levitsky and Loxton, 2018). Accordingly, there seems to exist a debate and uncertainty
among the scholarly community, practitioners as well as the public over to what extent, for in-
stance, countries like Hungary or Poland can be considered liberal democracies. In this paper, one
of our goals is to fill this gap in the literature and theorize the effect of uncertainty about regime
type on the likelihood of conflict between states.

As a theoretical concept, uncertainty is prevalent in international politics. In its various forms,
it has been proposed in the literature as an important determinant of conflict and peace among
states. Scholars have focused on uncertainty about opponent capabilities (Morrow, 1989); resolve
(Fearon, 1995); intentions (Jervis, 1976); war outcomes (Bas and Schub, 2016a); and exogenous
stochastic processes that affect state power in international politics (Bas and Schub, 2017a). This
literature shows that depending on its type, uncertainty can be conflictual or pacifying (Bas and
Schub, 2017b). Compared to the voluminous theoretical literature on various forms of uncertainty,
empirical analyses focusing on measuring uncertainty and testing its effects on conflict tend to lag
behind mainly due to measurement difficulties. That being said, there is an emerging literature in
recent years with new measures being proposed for various forms of uncertainty (Bas and Schub,
2017b).

1



In this paper, we propose that uncertainty about regime type should be considered as a the-
oretically distinct and important type of uncertainty in the study of conflict. What does regime
uncertainty mean from a conceptual perspective? When faced with an opponent in a dispute, we
argue that decision-makers consider the domestic political landscape of their opponents to try to
gauge how the adversary will behave during the crisis. From their past experiences or observations
of other crises, leaders identify regime classes that are tied to distinct foreign policy behavior in
interstate crises. In other words, leaders mainly care about their opponent’s regime to the extent
that it is relevant to the adversary’s crisis behavior, rather than a normative interest in the exact
domestic rules and procedures within a country. In this sense, the exact labels of different regime
types such as “Democracy,” or “Autocracy” are less important than the existence of a group of
countries with similar regime characteristics that tend to behave in certain ways in similar crisis
contexts. In judging the opponent’s regime, the leaders rely on various observable factors such
as important political events like elections or coups, institutional characteristics, leader behavior,
as well as expert and adviser opinions to compare their opponents with known examples through
analogies. In a given crisis, if they are able to match an adversary to a known regime class with
distinct crisis behavior with certainty, this indicates a scenario with no regime uncertainty. If the
adversary’s domestic regime seems consistent with multiple distinct such regime types, then this
is a case of regime uncertainty.

We theorize that, due to the multitude of mechanisms through which regime type can be rele-
vant for a state’s conflict behavior, the strategic picture facing a decision-maker gets significantly
more complex when there is uncertainty about an adversary’s regime type. More specifically,
uncertainty implies a wider range of potential outcomes, expected costs, conflict duration or third-
party involvement related to the conflict, scenarios some of which might be severe enough to
threaten the leader’s or the regime’s survival. The possibility of unsuited policy choices due to
misjudging the adversary’s regime type under uncertainty could imply high costs from escalation.
Thus, compared to the certainty case, states are less likely to initiate and escalate crises when
there exists uncertainty about an opponent’s regime type. To test our hypotheses and contribute
to the empirical literature on uncertainty, we propose a novel measure for regime uncertainty, and
test this type of uncertainty’s effects on international conflict. We find evidence supportive of our
hypothesis that regime uncertainty is a source of caution and peace among adversaries.

Providing a valid measure of regime uncertainty is ultimately dependent on accurately measur-
ing regime type itself. Despite its significant relevance for foreign policy choices, there is no con-
sensus in the literature on how regime type should be defined and consequently measured, result-
ing in a plethora of empirical measures of democracy (e.g., Marshall and Jaggers, 2007; Coppedge
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et al., 2017). How can one conceptualize regime uncertainty, differentiate it from measurement
uncertainty and take into account disagreements among multiple existing measures? Our measure
of regime uncertainty builds upon the assumption that a state’s assessment of an opponent’s regime
in international crises is ultimately a classification problem, where decision-makers identify differ-
ent classes of regimes that tend to behave similarly in crises, such as democracies, autocracies and
semi-democracies, and evaluate the relative likelihood that the opponent falls into these different
categories. The uncertainty is then about how precise this classification is, or how confidently a
given state can be allocated to a regime category. After demonstrating that the measure of regime
uncertainty based on this classification approach has desirable properties, we study its effects on
interstate conflict by testing the hypothesized relationships in multiple levels of escalation in crisis
bargaining and across different data sets.

In the next section, we provide a theory of regime uncertainty’s effects on states’ crisis be-
havior and derive testable hypotheses. We then describe our measurement approach that captures
uncertainty about regime type and discuss the properties of the resulting measure. The next section
provides an empirical analysis of the relationship between uncertainty about regime type and var-
ious levels of conflict. We then trace the role of regime uncertainty in a crisis between the United
States (US) and Peru during the Nixon administration. We conclude with a discussion of broader
implications of our results.

Regime Uncertainty and Conflict

Despite regime type’s strong prevalence in major theories of conflict behavior, scholars have not
theorized the potential role its uncertainty might play in inter-state crisis interactions. In this sec-
tion, we argue that uncertainty about regime type is a source of caution and peace in international
crises. First, we build on the existing literature to delineate different mechanisms through which
regime type can affect crisis choices. Second, we assume that leaders are rational actors whose ul-
timate goal is to stay in power, and their choices in crises take into account how various outcomes,
choices by their adversaries and their potential allies, as well as incurred costs from the interaction
alter the likelihood that the leader maintains its power. Finally, we argue that uncertainty about
regime type significantly increases the complexity of the decision-making process as it relates to
leader’s survival by increasing the range of potential outcomes, the number of conflict participants,
conflict duration, and expected costs from conflict, and results in cautious behavior by leaders in
disputes.
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In what ways does regime type affect states’ crisis behavior? According to the standard crisis
bargaining models in the international relations literature, actors’ choices and the likelihood of
peace and conflict in a given crisis interaction depend on a variety of factors such as the range of
possible outcomes and actors’ outcome utilities, the existence and levels of uncertainty, and the
direct and indirect costs from conflict. The literature on the subject has argued that regime type is
relevant for many of these factors, and provided empirical evidence showing associations between
regime measures and actor choices in crises.

First, regime type is relevant for conflict outcomes and preferences over them. Scholars have
found that democracies tend to win the wars they fight (Bueno De Mesquita et al., 1999; Reiter and
Stam, 2003). War aims and the type of settlements that are desirable to actors may also depend on
regime type. Private goods and territory may appeal more to autocracies, whereas non-territorial
public goods such as policy may appeal more to democracies (Bueno De Mesquita et al., 1999). In
addition, leaders of mixed regimes – regimes that are semi-repressive and moderately exclusion-
ary to fall somewhere between democracies and autocracies – prefer not to settle on moderately
losing terms and instead have incentives to continue war and gamble for their resurrection (Goe-
mans, 2000). Durability of certain outcomes may also vary with regime type. Dyads that include
a democracy are less likely to reach an agreement following a conflict and tend to fight again due
to audience costs (Bayer, 2010). In terms of risk attitudes, democracies might be more risk averse
and authoritarian regimes more risk-acceptant in crises (Reiter and Stam, 1998). How other leader
characteristics may influence crisis preferences might differ as well: for instance, Horowitz, Mc-
Dermott and Stam (2005) find that effect of age on conflict initiation and escalation is different
across regime types.

Beyond outcomes and preferences, the literature suggests that different regimes might face
varying costs from international crises. First, leaders in democracies are more likely to be removed
from office if they back down after a crisis they initiate (Fearon, 1994). Similar costs exist for
certain types of autocracies (Weeks, 2008, 2012; Weiss, 2013, 2014). War costs might also differ:
wars initiated by non-democracies are more lethal (Siverson, 1995). States that fight mixed regimes
may suffer higher costs of war as leaders of mixed regimes prefer not to settle on losing terms due
to fear of severe punishment, and the expected duration of war increases (Goemans, 2000).

Another relevant dynamic for costs of conflict is the behavior of joiners, and the potential
spread of conflict. Democratic states tend to go to war to defend their allies (Signorino and Tarar,
2006). Democracies fight alongside larger coalitions and states fighting alongside larger coalitions
are more likely to win wars (Graham, Gartzke and Fariss, 2017). Democracies tend to join a
democratic initiator and autocracies tend to join an autocratic initiator (Joyce, Ghosn and Bayer,
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2014). Compared to democracies, authoritarian regimes are more likely to provide active support
to non-state actors (San-Akca, 2014).

Why should the above variations in costs, outcomes, or choices as a function of regime type
be relevant for leaders’ decision-making in crises? Consistent with much of the above literature,
we assume that leaders ultimately care about staying in power, and their choices in crises aim
to maximize the likelihood of achieving that goal. When faced with an adversary, leaders assess
how the regime type of an opponent influences outcomes that are likely to emerge from various
choices the leader considers during the crisis. The regime type of the opponent and the uncertainty
surrounding it change which of the variety of mechanisms that we listed above are relevant for the
leader to consider when gauging the range of outcomes and the expected costs that may arise from
each choice.

What does this uncertainty look like in reality? As an example, consider the US Carter Admin-
istration’s assessment of Iran during the Iran Hostage Crisis that started in 1979 when protesters
occupied the US embassy and held US diplomats and citizens hostage. The Carter administra-
tion faced significant uncertainty when trying to determine the best course of action during this
crisis that lasted 444 days. Cyrus Vance, the Secretary of State at the time, describes the new
regime in terms of a power struggle between “pro-democratic” and “theocratic, authoritarian” ele-
ments (Vance, 1983, 168). A CIA report predicts six possible regime trajectories, each with their
own variations: (1) the survival of Khomeini’s regime, where regime grows (1.1) strong, or (1.2)
weaker; the regime is replaced by (2) a radical-nationalist regime or (3) a communist regime; (4)
disintegration of Iran into smaller entities, where (4.1) non-communist elements are supported by
the US, hence are strong or (4.2) not; (5) civil war that is (5.1) protracted or (5.2) short-lived; or
(6) a right-wing regime that may transition into something else. The report also indicates that Iran
with the outcome (2) would resemble Iraq and the outcome (3) and (5.2), Afghanistan (Lehman,
1979).

As the uncertainty about an opponent’s regime type increases as in the above example, it gets
harder for leaders to come up with precise estimates on how long a given conflict may last, what
effort level and resources are necessary to prevail in conflict, what potential joiners might emerge,
and how costly each choice might be. As the number of regime scenarios increases, it becomes
more likely that optimal policy responses to the adversary in the crisis will differ depending on the
regime type of the opponent. In addition, potential mismatches between the policy choices and
the adversary’s regime could have costly consequences. In other words, the strategic picture and
the decision-making calculus get significantly more complex with uncertainty, and with enough
costs, introducing scenarios that might risk the leader’s political survival as the crisis escalates
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further. For instance, the above cited CIA report links the regime uncertainty in Iran to a wide
range of potential outcomes that different US responses might elicit: “any of these [six regime]
outcomes could lead to any other” and “uncertainties are so great that there seems little purpose in
speculating on the likely sequence of events ...” (Lehman, 1979, 10). Facing such uncertainties,
and heightened costs due to potentially mismatched policy responses, leaders are more likely to
be cautious when they consider taking escalatory steps in crises. Thus, increased levels of regime
uncertainty should make peace more likely.

How does our concept of regime uncertainty compare with other commonly studied types of
uncertainty in the literature, such as uncertainty about capabilities or resolve? The bargaining
literature on conflict argues that such sources of uncertainty should increase the risk of conflict,
due to the risk-return trade-off they induce (Fearon, 1995). More specifically, when facing such
uncertainty, states prefer making bargaining offers that can satisfy weaker or less resolved possible
types of the opponent while leading the stronger or more resolved types to decline and fight instead,
rather than making more generous offers that would eliminate the risk of conflict all together by
satisfying all types of the opponent.1

We argued, on the other hand, that regime uncertainty should lead to the opposite behavior,
by making states more cautious and less likely to take steps that would escalate a crisis to war.
To explain the discrepancy, what distinguishes our conceptualization from the aforementioned
variants is that, in those two types of uncertainty, implications are single dimensional and easily
calculable. If the opponent is stronger than expected, it is more likely to win the war. Alternatively,
if the opponent has more resolve than anticipated, it faces lower costs from fighting, hence its
leaders will reject the bargaining offer and the states will fight the costly war, the expected utility
of which can again be accurately quantified. The regime uncertainty as we describe it, on the
other hand, is multi-dimensional, and does not only affect the likelihood of winning or the costs
from a military engagement. It can affect the range of outcomes as well, and the relevance of
third parties.2 Combined together, these increase the likelihood of having distinct optimal policy
responses to different regime possibilities of the opponent, and high costs for ill-suited policy

1Uncertainty about factors like capabilities, intentions, or resolve can also increase the range of outcomes in a
crisis. Given the difficulty scholars noted about measuring some of these types of uncertainty (Bas and Schub, 2016b),
at a minimum, one can consider our regime uncertainty concept as a parsimonious proxy for multiple relevant factors
rather than studying these factors separately. On the other hand, as we detail above, regime type is also linked to many
other distinct outcome relevant dynamics besides capabilities or resolve, such as the behavior and preferences of the
third parties (e.g., Signorino and Tarar, 2006). Therefore, we propose regime uncertainty not just as a parsimonious
proxy but a concept that can provide a more complete picture of the role of uncertainty in foreign policy behavior.

2For instance, given the difficulty in assessing the Iranian regime’s trajectory with certainty, there was a concern
among the US administration that a military option could “drive Iran into the arms of the Soviet Union” (Vance, 1983,
398).

6



choices that misjudge the opponent’s regime type. Thus, we expect that such complexities in
the strategic picture stemming from regime uncertainty should discourage the risk-return trade-off
reasoning and lead states to a more cautious behavior instead.

What are the empirical implications of our theoretical argument? There is no consensus in
the literature on whether directed or non-directed dyads should be the focus for testing theories
about inter-state conflict. Directed dyadic designs allow for the study of behavioral choices such
as conflict initiation (Bennett and Stam, 2000). On the other hand, there is a debate in the literature
over the reliability of the data on initiation (e.g., Gibler, Miller and Little, 2016). A case for a
non-directed analysis even when studying such behavior is that, due to states’ preemptive motives
for conflict, a state that had the motives to initiate an attack may not be coded as doing so if it is
preempted by the target (Levy, 1987). Hence, in generating our hypotheses, instead of taking a
side on this issue, we study both non-directed and directed variants for robustness.

Thus, our theory has at least three observable implications. First, we expect that as the overall
uncertainty about regime types in a dyad increases, which we can capture by the higher uncertainty
in the dyad, it becomes more likely for either country to face more uncertainty about the other
side. Thus, on average, countries in such dyads should be more cautious and avoid taking steps
that increase the risk of conflict, compared to dyads with countries that face less uncertainty:3

Hypothesis 1: Higher uncertainty about regime types in a dyad makes conflict onset
less likely.

Second, our theory has implications for crisis initiation behavior: we expect that a state that is
more uncertain about an opponent’s regime type should be more cautious and less likely to adopt
policies that increase the overall likelihood of conflict. Thus, we test the following hypothesis:

Hypothesis 2: Increased uncertainty about the opponent’s regime type makes conflict
initiation less likely.

Finally, as a robustness check, we study the implications of our theory for cases when a state is
challenged and threatened in a given dispute, and considers resisting or acquiescing to demands. In
such an analysis, the amount of uncertainty about the challenger’s regime becomes important, and

3Regime uncertainty is at the country level and our dependent variable, conflict, is a dyadic phenomenon. In
addition, the theorized effect of regime uncertainty is asymmetrical, i.e., A’s uncertainty about B’s regime is not the
same as B’s uncertainty about A’s regime. Moreover, we assume that either A or B has no uncertainty about its own
regime and own behavior in crisis.
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depending on the level of uncertainty, the targeted state may become more cautious in its response.
More specifically, we expect that the target should be more willing to give in to the demands of the
challenger if the challenger’s regime is more uncertain:

Hypothesis 3: Facing more uncertainty about a challenger’s regime type, a target state
is more likely to acquiesce to demands, making compellent threat success more likely.

In the next section, building on the theoretical discussion above, we present our new measure
of regime uncertainty. We describe its properties, compare it with existing measures, and evaluate
its validity before we move on to our empirical analyses.

A Measure of Regime Uncertainty

To test our hypotheses from the previous section, the first step is to develop a measure of uncer-
tainty about regime type. In this section, we talk about how we conceptualize regime type, which
then informs us about measuring its uncertainty. First, we discuss if regime type should be mea-
sured continuously, or as a categorical variable. This choice will determine how its uncertainty
can then be captured. We argue that an approach that treats regime type as categorical is the right
choice to better approximate the decisions leaders face during crises. We then frame the measure-
ment problem as one of classification, where leaders assess the likelihood that a given state falls
into different categories of regimes. The relative probabilities of assignment into various categories
will form the basis of our uncertainty measure.

The Measurement Approach

Scholars of regime type face a fundamental choice between conceptualizing regime type as a cat-
egorical variable or regime types as attributes that are more or less present. The first approach
assumes that a regime either satisfies the minimal conditions to be regarded as democracy or it
fails to do so. The second approach sees democracy as an inherently continuous variable (Bollen
and Jackman, 1989). The proponents of the latter approach underscore that the categorical con-
ceptualization cannot account for regimes that fall in the gray zone, for instance regimes that are
similar to democracies but do not meet the minimal conditions.4

4For a detailed overview of the literature, see Bernhard, Örsün and Bayer (2017).
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Our approach in this paper treats regime type as a categorical variable. Most of the theories
focusing on the link between regime type and conflict discuss different behavior by distinct regime
categories, rather than talking about variations in an underlying continuous dimension of democ-
racy. For instance, Goemans (2000)’s account on the fate of defeated leaders in an inter-state war is
typological, where three distinct regime categories – democracies, autocracies and mixed regimes
produce differing fates after a defeat: losing power; staying in power; and losing power with
additional punishment. Likewise, Reiter and Stam (1998)’s account of democratic triumphalism
underscores differing risk attitudes of democratic, autocratic and mixed regimes.

Our measure extracts information from a list of extant political regime indicators commonly
used in the literature, such as the Polity IV and V-Dem data sets.5 In doing so, we do not assume
that these regime data sets are deterministic or error-free in measuring regime types. Given that
we cannot know the amount of noise in each data set ex ante, combining information from these
imperfect sources in a latent variable framework is a better approach than the separate use of
individual data sets (Boeschoten, Oberski and Waal, 2017).

How many different categories of regime type should one account for? One approach is to
treat regime type as a dichotomous variable based on the democracy-autocracy distinction (Sartori,
1970). Another common approach is to add semi-democracies to the above list as a third category
(Diamond, Linz and Lipset, 1990).6 At the other extreme is a data-driven approach to estimate the
number of regime classes based on a metric like the Bayesian Information Criterion. In practice,
the democracy-autocracy dichotomy leads to a classification that pools diverse groups of regimes
into a single category. The data-driven approach, on the other hand, in many cases results in too
many classes that are difficult to interpret in a meaningful way, and are unlikely to approximate
regime assessment and uncertainty by decision-makers in crises.7 Therefore, we adopt the mid-
dle strategy by introducing semi-democracies as a third type to focus on three classes of regimes
and estimating the likelihood of democracy, semi-democracy, and autocracy. This choice trans-
forms the measurement strategy from one of uni-dimensional to multi-dimensional. It avoids the
limitations of the binary classification discussed above, as well as the less theoretical, data driven
approach that raises validity concerns.8

5The complete list of data sources and the summary statistics of each measure are presented in the Online Ap-
pendix Table A1. The country-year coverage of our combined regime data set is presented in Table A2.

6The literature produced a wide variety of labels for regimes falling into this third category, e.g., hybrid regimes,
gray zones, intermediate regimes, anocracies, illiberal democracies, competitive authoritarianism, or electoral author-
itarianism.

7Figure A1 in the Online Appendix illustrates the limitations of these approaches.
8In the empirical section, we offer robustness checks considering various alternative classification choices.



Figure 1: Three Regime Categories and Regime Uncertainty
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Our measure of regime uncertainty then captures the precision and confidence in this classifica-
tion problem. A given country is predicted as democracy, for instance, if it is classified as one with
higher probability than the other two regime classes. Consider Figure 1. The sub-figure on the left
shows three-dimensional assignment of regime types based on estimated class probabilities, where
the blue, yellow, and red shaded areas represent probability combinations that result in a coun-
try being predicted as democratic, semi-democratic, and autocratic, respectively. For a predicted
democracy, for instance, the assignment could be more or less precise. A hypothetical country X

could be predicted as a democracy with .4 probability, a semi-democracy with .3, and an autocracy
with .3 probability, and would lie on the blue shaded area. Consider another country Y, where the
probabilities are (1, 0, 0), respectively, and the classification is again democratic. Our uncertainty
measure aims to differentiate countries X and Y in terms of the uncertainty in their regime assign-
ment. We define uncertainty as the residual probability for other regime classes once a country is
assigned to the most likely regime category. Black circles in the figure represent cases when there
is no uncertainty about regime type. The black squares, on the other hand, represent cases where
there are non-zero probabilities for multiple regime classes and varying levels of regime uncer-
tainty exist across cases. More generally, the figure on the right shows the variations in uncertainty
as a function of any assignment probability combination. The darker (lighter) shades of blue on
the figure represents cases with higher (lower) levels of uncertainty over regime type.

Why is this measurement approach a good approximation for leaders’ uncertainty about their
adversaries’ regime types? The underlying assumption in our measurement strategy is that the
existing indices of regime type we use, listed in the Online Appendix Table A1, attempt to concep-
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tualize an underlying multifaceted trait of regime type and try to approximate it based on a variety
of observable factors, including but not limited to institutional characteristics, leader behavior and
practices, expert opinions, or media coverage. We assume that decision-makers in crises also rely
on a subset of these observable characteristics when they try to assess their opponents’ regimes.9

Thus, we use these indices of regime type to approximate the classification problem leaders face,
and extract the uncertainty in this assessment process as our measurement for regime uncertainty.10

In practice, our measure of regime uncertainty is a function of (i) disagreements among existing
measures; and (ii) agreements over grey zones between the three assumed regime types. Thus,
the challenge is to quantify disagreements among the various nominal, ordinal, and interval-level
measures of regime type, and capture the distance of each country-year from certain democracy,
certain autocracy and certain semi-democracy classifications to measure the amount of uncertainty.
The inductive nature of this classification approach aims to approximate the cognitive processes
of political actors involved in crises. Rather than conducting this classification based on arbitrary
thresholds on a single existing measure like the Polity score, our approach groups similar states
into various regime categories based on a variety of existing measures. Before labeling country X

as a democracy, an autocracy, or a semi-democracy, the relevant question we ask boils down to: is
X similar to countries like Libya and Iran; the UK and Canada; or Russia, and Jordan? For some
countries, this assignment is straightforward and there is no uncertainty about regime type. For
others, multiple categories remain as plausible answers to the question posed, and the classification
contains more uncertainty. In the Online Appendix, we describe the inductive algorithm that aims
to perform this classification by maximizing the similarity of countries within each regime class
and minimizing it across different categories.

9The ideal way to test our theory would be to come up with accurate measures of key decision-makers’ perceptions,
and use them to gauge the level of uncertainty they had about an adversary’s regime. While perhaps some of this
information can be gathered from memoirs, internal deliberations, declassified documents, or interviews about a small
number of well-known crises involving major powers, a direct measure of perceptions is not feasible for a large-N
analysis like ours. Thus, we view our measurement approach as a second-best alternative to provide evidence of
associations consistent with our main hypotheses.

10One potential alternative to our conceptualization of uncertainty is using estimation uncertainty from some of ex-
isting democracy estimates (e.g., Pemstein, Meserve and Melton, 2010; Coppedge et al., 2017) as a proxy for regime
uncertainty. Such an approach would have a few limitations. First, it confounds estimation uncertainty with theoretical
uncertainty. Second, such scores based on continuous underlying measures would not be compatible with our categor-
ical conceptualization of regimes. Finally, countries with extremely high or low estimated levels of democracy tend
to have substantively larger levels of uncertainty in these approaches, mainly due to the nature of the underlying item
response theory modeling approach, which makes it difficult to attribute a theoretical meaning to them. That being
said, in the Online Appendix, we contrast our regime uncertainty measure with the rater-level confidence information
available in the V-Dem data set.
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Patterns of Regime Uncertainty

We generate regime uncertainty for nearly all countries in the world from 1800 to 2016. The
summary statistics for the latent class model’s mixing probabilities, posterior probabilities, regime
type assignments as well as regime uncertainty are presented in the Online Appendix Table A3.

As we describe in Figure 1, regime uncertainty is higher in the grey zones and lower as an
observation can easily be assigned to one of the three types. Thus, assessing the validity of our
regime uncertainty measure necessitates first evaluating the accuracy of regime classification into
these three types based on the latent class analysis. To accomplish this, in Figure 2, we plot
the estimated posterior probabilities of the three regime types and regime uncertainty against two
of the commonly used regime measures that we included in the latent class analysis, namely the
Polity IV score and V-Dem’s Additive Polyarchy Index.11 The red, yellow, and blue lines represent
the estimated probabilities of autocracy, semi-democracy, and democracy, respectively. Similarly,
the dashed black line represents our regime uncertainty measure based on the estimated posterior
probabilities.12

Overall, the estimated posterior probabilities show expected associations with the underlying
regime data sets: the probability of democracy (autocracy) in our classification increases (de-
creases) as the democracy (autocracy) score gets higher (lower) in the underlying regime indices.
Similarly, the probability of semi-democracy reaches its maximum around the middle range of
values of the underlying regime measures. Regime uncertainty is maximized in the grey zones
between the three types where the classification algorithm assigns close probabilities to multiple
regime types. For example, V-Dem’s Additive Polyarchy Index shows that Regime Uncertainty
has a bimodal distribution. The first peak in uncertainty occurs in the region where probability of
autocracy and semi-democracy both approach 0.5, and the second peak in the region where the
probabilities of semi-democracy and democracy are approximately 0.5 each.13

Interestingly, we can see notable limitations in the widely used Polity IV measure compared to
some of the other measures like V-Dem. Polity performs better in measuring democracy, where our
estimated democracy score monotonically increases in the Polity score. However, its performance

11Figure A3 in the Online Appendix includes the same figure with all democracy indices included.
12Our approach estimates latent regime types by minimizing dependence among the manifest variables, and as-

sumes that the manifest variables are independent conditional on the latent regime types.
13One might be concerned that regime uncertainty is a result of regime transitions. However, we find that the

correlation between regime uncertainty and regime transition, democratic transition, and autocratic transition, are as
low as 0.09, 0.09, and 0.05, respectively. Moreover, semi-democracies are not substantively more uncertain than
democracies and autocracies. We find that average uncertainty in semi-democracies is only 0.027 more than the
average in democracies or autocracies, with a 95 percent confidence interval of (0.023, 0.031).
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Figure 2: Regime Type Probabilities P̂ r(t|Yi) and Regime Uncertainty Ûi Plotted against Polity
IV and V-Dem Additive Polyarchy Index
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Notes: The posterior probabilities of three regime types for Polity IV and V-Dem Additive Polyarchy Index. Red,
yellow, blue, and black lines represent autocracy, semi-democracy, democracy, and regime uncertainty, respectively.

in capturing semi-democracy and autocracy — as our algorithm estimates them — is less clear.
While the overall trends of a decrease in the probability of autocracy with an increase in Polity,
and the inverse-U shaped semi-democracy probability as a function of Polity are as expected, each
probability displays significant fluctuations that are difficult to explain substantively. As a result,
regime uncertainty in the Polity IV figure is also highly jagged.

To further illustrate the convergent validity of our measure (Adcock and Collier, 2001, 540),
we excluded two of the main regime indices from our classification analysis, namely Polity IV and
V-Dem Electoral Democracy Index. We then compared the resulting three-type classification with
the excluded indices. If our measure has high convergent validity, we would expect the autocracy
class to have lower Polity IV and V-Dem scores, the democracy class to be associated with higher
scores from either measure and semi-democracy to be in the middle when compared against the
two excluded indices. This expectation is confirmed in Figure A4, where red dots are countries
that are classified as autocracies, yellow dots are semi-democracies, and blue dots are democracies
according to our algorithm that did not use Polity IV or V-Dem Electoral Democracy measures.

As an illustration of our uncertainty measure, consider three countries in 1992 shown in Figure
3: Russia, North Korea and the US. First, for Russia in 1992, around 30 different measures provide
information on regime type. For instance, Polity IV assigns a score of 5 from the [-10, 10] range.
Using the information from Figure A3, 9 manifest indicators imply a coding of semi-democracy, 6
codes it as autocracy and 16 as a democracy as the most likely regime category. Our algorithm esti-
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Figure 3: The US, North Korea, and Russia in 1992
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mates a semi-democracy classification for Russia in 1992 with a probability of 0.57 and democracy
with a probability 0.43, leading to an uncertainty score of 0.43 out of the theoretical maximum of
around 0.66. However, disagreement is not a necessary condition for a high regime uncertainty
score. For example, there are no disagreements about Antigua and Barbuda in 1980 in our sample
but the estimated regime uncertainty score is 0.54. In contrast, for the US and North Korea in 1992,
the data sets almost unanimously agree on the regime type, resulting in democracy and autocracy
with zero uncertainty respectively.

Empirical Analysis: Regime Uncertainty and Interstate Conflict

In this section, we test our hypotheses regarding the relationship between regime uncertainty and
interstate conflict behavior. We focus on the potential effect of dyadic uncertainty on conflict onset,
the effect of target’s regime uncertainty on conflict initiation, and the effect of initiator’s regime un-
certainty on the effectiveness of militarized threats. For the first two tests, we use as our dependent
variables four different operationalizations of conflict onset and initiation commonly employed in
the literature as binary variables: the occurrence of (i) Militarized International Disputes (MIDs)
from Maoz (2005); (ii) Use of Force (MIDs in which there is an actual use of force); (iii) Fatal
MIDs (MIDs that produce at least one battle-related death); and (iv) Wars (MIDs that produce at
least one-thousand battle-related deaths). Among appropriate methods available for binary depen-
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dent variables, we estimate logistic regression models to test each hypothesis.

Our main independent variable is Regime Uncertainty as discussed in the previous section. In
our non-directed dyadic analyses to test Hypothesis 1, we construct UncertaintyH to capture the
higher regime uncertainty in a given dyad to include in our regressions. A negative and significant
coefficient estimate for this variable would imply a pacifying effect of uncertainty, which would be
consistent with our hypothesis. If, instead, the estimated coefficients are insignificant or positive,
this would lead us to reject our hypothesis. Our second hypothesis focuses on the effect of an
initiator’s uncertainty about the opponent’s regime type on conflict initiation. Accordingly, in our
conflict initiation models, UncertaintyT measures the potential initiator’s uncertainty about the
target’s regime. Our third hypothesis focuses on a target state’s behavior given a threat issued by a
challenger state. Thus, for these analyses, UncertaintyI measures the target’s uncertainty about the
challenger state’s regime type. Based on our hypotheses, we expect UncertaintyT and UncertaintyI
to have negative coefficient estimates.

The remaining independent variables in the conflict onset and initiation models are a set of stan-
dard control variables in the conflict literature: the dummy variables DemocracyI , DemocracyT ,
Joint Democracy and One-side Democracy capture whether the initiator state, the target state, both
states, or one state in the dyad, respectively, is classified as democratic based on our latent class
analysis. Capability ratioI,T is defined as the natural logarithm of the ratio of the weaker state’s
capabilities to the stronger state’s capabilities in the dyad and Capability Ratio I

I+T
is defined as

the initiator’s capability share as a fraction of the total capability in a given dyad. We also include
Distance, measuring the inter-capitol distance. Contiguity equals 1 if the two states in the dyad are
directly contiguous by land. Major Power is a binary variable coded as 1 if a dyad includes at least
one great power.

Results

First, Table 1 presents regression results on the link between regime uncertainty and the probability
of MIDs, Fatal MIDs, Use of Force, and War Onset in a non-directed dyad to test Hypothesis 1.
Models 1, 3, 5, 7 in Table 1 uses all dyads in the sample while Models 2, 4, 6, 8 focus on the
politically relevant dyads – dyads that are either contiguous by land or includes at least one major
power.

Model 1 and 2 in Table 1 present results on the relationship between higher regime uncertainty
score in a dyad and MIDs onset. MIDs may involve explicit threats, displays or actual uses of
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Table 1: Conflict Onset and Regime Uncertainty, 1816-2001

MID Fatal MID Use of Force War
(1) (2) (3) (4) (5) (6) (7) (8)

UncertaintyH -1.15∗∗∗ -0.86∗∗ -2.69∗∗∗ -3.08∗∗∗ -1.62∗∗∗ -1.52∗∗∗ -2.25∗∗ -2.61∗

(0.43) (0.39) (0.90) (1.00) (0.51) (0.46) (1.05) (1.46)
Joint Democracy -1.02∗∗∗ -0.93∗∗∗ -2.11∗∗∗ -1.97∗∗∗ -1.09∗∗∗ -1.12∗∗∗ 0 0

(0.16) (0.15) (0.45) (0.46) (0.19) (0.21) (.) (.)
One-side Democracy 0.20∗∗ 0.16∗ 0.20 0.16 0.14 0.073 -0.30 -0.24

(0.09) (0.09) (0.19) (0.19) (0.11) (0.10) (0.28) (0.30)
Capability RatioA,B -0.16∗∗∗ -0.27∗∗∗ -0.22∗∗∗ -0.42∗∗∗ -0.13∗∗∗ -0.25∗∗∗ -0.45∗∗∗ -0.53∗∗∗

(0.03) (0.03) (0.05) (0.05) (0.04) (0.03) (0.09) (0.09)
Distance -0.45∗∗∗ -0.21∗∗∗ -0.49∗∗∗ -0.38∗∗∗ -0.44∗∗∗ -0.22∗∗∗ -0.53∗∗∗ -0.024

(0.05) (0.04) (0.09) (0.07) (0.05) (0.05) (0.14) (0.13)
Major Power 2.02∗∗∗ 1.37∗∗∗ 1.95∗∗∗ 3.07∗∗∗

(0.14) (0.24) (0.15) (0.33)
Contiguity 2.09∗∗∗ 2.98∗∗∗ 2.18∗∗∗ 1.38∗∗∗

(0.16) (0.34) (0.18) (0.36)
Constant -1.40∗∗∗ -0.049 -3.06∗∗∗ -0.14 -1.87∗∗∗ -0.30 -4.13∗∗∗ -4.28∗∗∗

(0.37) (0.24) (0.78) (0.46) (0.43) (0.29) (1.28) (0.93)
Observations 651047 81948 651047 81948 651047 81948 568857 68842
Pseudo R2 0.2525 0.1310 0.2537 0.1456 0.2363 0.1221 0.1886 0.0705
Clustered standard errors are reported in parentheses
Peace years and cubic splines are not presented to save space.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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military force (Jones, Bremer and Singer, 1996, 163). As expected, UncertaintyH has a negative
coefficient that is significant at conventional levels, indicating that increasing the regime uncer-
tainty of at least one state in a given dyad is pacifying on average. Substantively, based on Model
2, increasing UncertaintyH from its minimum to maximum level reduces the probability of a MID
onset from the baseline probability of 0.44 to 0.34, translating into a 0.1 reduction in probability
with a 95-percent confidence interval of (-0.19, -0.01).14

Next, we focus on Fatal MIDs to assess whether our hypotheses are also supported in conflicts
that have at least one battle-related death. The coefficients of UncertaintyH in Models 3 and 4
are negative and significant (p<0.01), as expected. Figure 4 (a) illustrates the estimated effect of
UncertaintyH on Fatal MID onset for a conflict-prone dyad. As can be seen, increasing dyadic
regime uncertainty from its minimum to maximum value in the sample results in a 0.24 decrease
in the probability of a Fatal MID onset with a 95-percent confidence interval of (-0.37, -0.10) from
the baseline probability of 0.36 to 0.12. Moreover, in Model 5-8, we focus on the onset of higher
levels of hostility and War as our dependent variables. The results again provide further support
for our hypothesis: the effect of UncertaintyH is negative and significant in all these models.15

Figure 4: Substantive Effect of Uncertainty on Conflict Onset, Initiation, and Escalation
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Notes: The figure presents (a) the effect of UncertaintyH on Conflict Onset estimated from Table 1, Model 4, (b) the
effect of UncertaintyT on Conflict Initiation estimated from Table 2, Model 3, (c) the effect of UncertaintyI on Threat
Failure is estimated from Table 3, Model 2.

In addition to regime uncertainty, our control variables affect the likelihood of conflict onset in
expected ways: Joint Democracy, in line with the democratic peace literature, has a negative and

14We set all the other variables to represent a dispute-prone dyad.
15As a robustness check, we use the average regime uncertainty in the dyad as an alternative to UncertaintyH. The

results remain substantively the same for the various measures of conflict onset, as presented in Online Appendix,
Table A4.
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significant coefficient.16 We also estimate that preponderance of power promotes peace, whereas
equal power distribution has the opposite effect. Moreover, Contiguity increases the likelihood of
conflict onset, and Distance has a pacifying effect, in line with results from the previous literature.

Next, we present our results on conflict initiation. We hypothesized that State A’s uncertainty
about the target’s regime type (State B) makes A less likely to initiate conflict. To test this hypoth-
esis directly, Table 2 changes the unit of analysis from non-directed dyads to directed-dyads and
includes UncertaintyT as the main independent variable. Similar to our non-directed analyses, we
focus on four different levels of conflict, using both the complete sample (odd-numbered models)
and politically relevant dyads (even numbered models).

Model 1 and 2 in Table 2 estimate the effect of UncertaintyT – target‘s regime uncertainty
score in a dyad – on MIDs with any intensity. As apparent from the table, the coefficients of
UncertaintyT have a negative sign as predicted, and are significant at the .05 level. Based on
Model 1, increasing UncertaintyT from its minimum to maximum level leads to a 0.08 reduction
in the probability of a MID initiation with a 95-percent confidence interval of (-0.15, -0.01) from a
baseline probability of 0.88 to 0.80, while setting all the other variables to their most-conflict prone
values. Models 3 and 4 change the dependent variable from MIDs to Fatal MIDs initiation for the
complete sample and the politically relevant sample, respectively. The coefficients of UncertaintyT

are again negative and significant at conventional levels of significance. Figure 4(b) plots the effect
of UncertaintyT on Fatal MID initiation: increasing target’s regime uncertainty from its minimum
to maximum value decreases the probability of a Fatal MID initiation by 0.37, with a 95-percent
confidence interval of (-0.58.4, -0.17) from the baseline probability of 0.45 to 0.08. The results are
similar for Use of Force and War initiation models as well: increasing uncertainty from minimum
to maximum leads to 0.14 reduction (with a 95-percent confidence interval of -0.25 and -0.03) on
Use of Force Initiation. Substantively, this would mean that the probability of Russian use of force
in 1991 against Estonia would reduce from 0.20 to 0.11, translating into a 0.09 point decrease in
probability with a 95 percent confidence interval of (0.02, 0.15). Finally, increasing uncertainty
from its minimum to maximum leads to a 0.22 reduction with a 95-percent confidence interval of
-0.47 and -0.06) on War Initiation.17

16Joint Democracy variable is dropped from the War Onset model due to quasi-complete separation. Table A5, A6,
and A7 in our Online Appendix show that these results are robust to excluding all regime type variables from our main
specifications.

17The included control variables have similar estimated effects on conflict initiation to those on conflict onset, as
discussed previously.
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Robustness Checks

In this section, we report additional tests to assess robustness of our results. First, given that our
conceptualization of regime uncertainty relies on a three-fold regime classification, a careful reader
might wonder how important the choice of three classes is for our conclusions. Alternatively, one
might want to account for the uncertainty resulting from potential variations within each of the
three regime classes as well by allowing for sub-categories. For example, variations within author-
itarian regimes might lead to differences in potential conflict outcomes (e.g., Weeks, 2008). To
address these issues, as a robustness check, we replicated our analyses by increasing the number of
regime classes from our choice of three categories to up to twenty classes and re-estimating regime
uncertainty in each case for the non-directed dyadic analyses. Figure 5 presents the coefficients of
these regime uncertainty measures and their confidence intervals for various regression specifica-
tions. Overall, the results remain consistent with the pacifying effect of uncertainty we reported
in our main analyses. Figure 5 shows that the coefficient of Uncertainty High is negative and sta-
tistically significant (p < 0.05) in fifteen (out of eighteen) MID models, ten Fatal MID models,
fifteen Use of Force Models, and three (five when p < 0.1) War models. In 7 specifications, the
estimated negative effect for uncertainty is substantively stronger than the one we report in Table 1.
Across the 72 models, the coefficient estimate is in the opposite direction (positive and significant)
only in two models.18 While our choice of three-fold classification is theoretically motivated, the
robustness to alternative number of classes should increase the confidence in our results.

Next, as another robustness check for our analyses, we focus on the role of regime uncertainty
in conflict escalation and the success or failure of compellent threats to test Hypothesis 3. In par-
ticular, we aim to test if uncertainty over the initiator state’s regime type increases the effectiveness
of its threats in compelling a target state to concede to its demands. For this purpose, we replicate
Downes and Sechser (2012, 478) and introduce the initiator’s regime uncertainty, UncertaintyI ,
as an independent variable to their Table 4, Models 1 and 2 which use the failure of Militarized
Compellent Threats (MCT) as the dependent variable. MCT data set defines a compellent threat as
“an explicit demand by one state (the challenger) that another state (the target) alter the status quo
in some material way, backed by a threat of military force if the target does not comply” (Sechser,
2011, 380). Downes and Sechser (2012)’s model focuses on the role of the regime type of the ini-
tiator and the target state, and joint democracy in the dyad as the main variables of interest. We use

18As presented in the Online Appendix, Figure A5, a similar pattern emerges for our directed dyadic analyses:
the coefficient of Target’s Uncertainty is negative and statistically significant (p < 0.05) for fifteen (out of eighteen)
MID models, nine Fatal MID models, fifteen Use of Force models, six (nine for p < 0.1) War models. The effect is
substantively stronger than the one we report in 18 specifications. In addition, none of the 72 models reports a positive
and significant coefficient estimate for the target’s regime uncertainty.
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these as our control variables but measure them instead using regime types estimated based on our
classification algorithm. In addition, Downes and Sechser (2012) include major power status of the
initiator and the target, material capabilities of the initiator in comparison to the target, contiguity,
foreign policy similarity of the initiator and the target with the system leader, as well as revision
type. While our analysis also includes all fifteen control variables present in Downes and Sechser
(2012)’s original regressions, we do not report them in Table 3 for space reasons.

Table 3: Effectiveness of Militarized Compellent Threats, 1918-2001

(1) (2) (3) (4)
UncertaintyI -23.29∗∗∗ -21.88∗∗∗ -17.91∗∗∗ -15.77∗∗

(6.71) (5.89) (6.79) (6.75)
UncertaintyT 4.42 5.19 7.68 17.84

(4.66) (5.26) (8.24) (14.45)
DemocracyI -0.07 -0.20

(0.52) (0.51)
DemocracyT -0.57 -0.76

(0.55) (0.61)
Joint Democracy 1.25 1.31

(0.92) (0.94)
Constant 0.58∗∗∗ 0.57∗∗∗ 0.70 0.74

(0.17) (0.17) (0.94) (1.03)
Observations 231 199 230 198
Pseudo R2 0.039 0.010 0.214 0.255
World Wars Dummy Excluded Dummy Excluded
Control Variables No No Yes Yes
Clustered standard errors are reported in parentheses.
Dependent variable is failure of threat effectiveness, hence, a negative (positive)
coefficient indicates failure (success) of compellent threats.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Table 3 presents the main results for the effect of uncertainty about the initiator’s regime type
on the failure of its militarized compellent threats. Model 1 and Model 2 present the specifica-
tions with only the initiator’s regime uncertainty and the target’s regime uncertainty, while Model
3 and Model 4 report the models with all the controls included by Downes and Sechser (2012). In
addition, Model 1 and 3 introduces World War dummies whereas Model 2 and Model 4 exclude
World Wars from the sample. Across all models, we observe that UncertaintyI has a negative and
significant effect on the failure of compellent threats, confirming our third hypothesis that targets
are more likely to concede to the initiator’s demands and less likely to escalate the conflict when
there is higher levels of uncertainty about the initiator’s regime type. Figure 4(c) illustrates the sub-
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stantive effect of UncertaintyI in this model: increasing the uncertainty about the initiator’s regime
type from its minimum to maximum in the sample translates into a 0.60 decrease in compellent
threat failure probability (with a 95-percent confidence interval of (0.45, 0.70)), from the baseline
probability of 0.64 to 0.03, when the rest of the values are set to represent a conflict-prone dyad.
As a substantive example, the model estimates that increasing uncertainty from its minimum to
maximum would lead to a 0.67 point (95 percent confidence interval of (-0.84 to -0.36)) increase
in the effectiveness of threats issued by Iraq before the First Persian Gulf War from its baseline
probability of 0.09.

In sum, our results provide consistent evidence for a pacifying effect of regime uncertainty on
conflict behavior. This effect is apparent at various levels of violence and escalation in interstate
crises. The reported effects remain robust under various alternative specifications. Next, we turn
to a specific crisis that challenged the US during the Cold War. We argue that the uncertainty about
the adversary’s regime contributed to a cautious US response during the crisis.

The US Uncertainty about Peru

Beyond our statistical analyses that show significant negative associations between regime uncer-
tainty and the onset of conflict, demonstrating that high uncertainty about an opponent’s regime
led to caution and contributed to peace in a specific interstate crisis is a challenge. This is because
conflict between two states is rare in general, and there could be many other factors that have led
to the continuation of peaceful relations between two countries. To show that regime uncertainty
matters, it would be helpful to have examples with high regime uncertainty in which there is a crisis
that remained peaceful but could have realistically escalated to higher hostility levels or conflict,
based on the behavior in similar crises. In addition, we would need evidence of decision makers’
uncertainty about their opponent’s regime, contributing to their overall cautious behavior in the
crisis.

The interaction between the US and Peru during late 1960s over the latter’s expropriation of a
US-owned company and the onset of a maritime territorial dispute between the two countries offer
an opportunity to further support our theory’s predictions. The nationalization of foreign-owned
companies and assets was a frequent phenomenon in Latin America during the Cold War, which, in
many cases, triggered a strong US response (Brands, 2007). General Juan Velasco Alverado seized
power in Peru in 1968 through a coup fueled by his dissatisfaction with the Belaunde government’s
settlement with the US-owned International Petroleum Company (IPC) regarding the latter’s tax
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obligations. The left leaning, nationalist regime of General Velasco carried out nationalizations,
including the expropriation of IPC without compensation. Within months, Velasco initiated diplo-
matic relations with Soviet Union, and explored similar openings with Cuba. After Velasco came
to power, there also emerged a maritime border dispute between Peru and the US that resulted in
the forceful seizure of multiple US fishing boats by the Peruvian forces.

Our measure records Peru during the first year of the Velasco regime to be a high uncertainty
case (.48).19 In contrast, we estimate very low regime uncertainty scores for the Castro regime
in Cuba following the Cuban revolution, and the Allende regime in Chile in early 1970s, both of
which implemented nationalization policies. Does our measure match the US decision-makers’
assessments of Peru at the time? Secondly, has uncertainty lead to cautious US behavior towards
Peru?

Based on the stronger US response to similar challenges during the Cold War against countries
like Guatemala in 1950s, Cuba in early 1960s or Chile in early 1970s, there were a variety of
overt or covert economic and military responses to the Velasco regime that could have been im-
plemented.20 These included imposing trade sanctions, preventing access to aid or loans through
international institutions like the IMF or World Bank, stopping arms sales or transfers, and work-
ing with civilian or military opposition groups to undermine or topple the regime. Specifically, on
the issue of nationalizations, the 1962 Hickenlooper Amendment required the US administration
to terminate economic assistance to countries that nationalize US-owned asserts without speedy
compensation. Despite examples of stronger response to uncompensated nationalizations in the
past, and the preference for a tougher policy from the Congress and among some advisers, the US
under the Nixon administration chose to show considerable restraint and caution towards Velasco:

...[T]he Nixon Administration stretched our legislation almost to the breaking point
to reach an equitable settlement of the nationalization of the International Petroleum
Company’s mining operations without having to invoke restrictive legislation. We re-
peatedly sought pretexts to postpone application of the Hickenlooper Amendment and
made clear that we were prepared to accept a compensatory payment for IPC of less
than full value, so as to maintain friendly relations with an important country – even
though Peru was governed by a left-wing military junta that was aggressively nation-

19This high score for Peru is not specific to the three-class version of the measure we used in our empirical analyses.
The variants with more classes also predominantly suggest high uncertainty for Peru for the same period.

20In the case of Guatemala, a US-backed coup attempted to overthrow Jacobo Árbenz in 1954. In Cuba, various
US efforts to undermine the Castro regime culminated in the Bay of Pigs operation in 1961. The Allende government
in Chile from 1970-73 also experienced significant US economic pressure as well as covert attempts to undermine the
regime, which finally ended with a coup in 1973.
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alistic and leaning towards the more radical elements of the Third World (Kissinger,
2011, 824).

We argue that the uncertainty the US faced about the nature of the “left-wing military junta”
that Kissinger talks about contributed to the its cautious behavior. How similar Peru under Velasco
would become to communist countries like Cuba in its regional and international relations and how
severely it would react to potential US economic responses to the nationalization issue formed the
essence of this uncertainty. Nixon was concerned that Velasco would turn into another Nasser,
or more worryingly, Peru would join the Soviet Bloc and become a second Cuba in the region
(Brands, 2012, 136). The administration was overall “puzzled by the behavior of the Velasco
government and often appeared somewhat unsure about how to respond to various twists and turns
it took” (Walter, 2010). These initial worries were reinforced when Velasco initiated diplomatic
and economic relations with the Soviet Union within months after coming to power and explored
similar openings with Cuba, on top of the widespread nationalizations and agrarian reforms he
implemented.

There is a stark contrast between the US uncertainty about Peru and the US views on Allende’s
Chile that adopted similar nationalization policies and faced a stronger response from the US. For
instance, Kissinger notes that there was not much uncertainty regarding what Allende’s regime
stood for in terms of its international politics: “The US government was unanimous that he was
tough, dedicated Marxist with a strong anti-American bias who would seek close relations with
Cuba and Soviet Union, lead opposition to US influence in the hemisphere, and systematically
promote policies hostile to ours” (Kissinger, 2011, 849). While these were among the realm of
possibilities in terms of what the Peruvian regime could become, there remained significant uncer-
tainty about its nature, and other, less worrying trajectories were deemed possible as well.

In the following years, the US uncertainty about the nature of the Velasco regime gradually
diminished. In particular, Velasco’s apparent dislike of the new Allende regime in Chile and pre-
sentation of Peru as a non-Marxist, non-communist alternative, independent from any foreign in-
fluences, made it unlikely in the eyes of the US decision-makers that the worst-case scenario of
Peru turning into another Cuba would realize. Interestingly, this realization was followed by a
tougher stance on the expropriation matters, when the Nixon administration finally adopted the
policy of terminating economic aid and blocking loans to countries that expropriate US-owned
assets in 1972 (Brands, 2007). Finally, an eventual settlement was reached on the expropriation
issue in early 1974 (Hurtado-Torres and Fermandois, 2020).21

21While this example focuses on the US uncertainty about Peru, similar dynamics were present in other countries.
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Conclusion

Despite regime type’s theoretical prominence in the international relations literature, uncertainty
about regime type has not received much scholarly attention. More specifically, how leaders’
uncertainty about their adversaries’ regime characteristics may influence their conflict behavior
remains understudied in the literature. In this study, we offered the first analysis of such a rela-
tionship. Given the existence of multiple potential mechanisms through which a state’s regime
characteristics can affect its crisis behavior by altering costs, preferred outcomes, effort levels, or
attitude towards risk or uncertainty, when there is uncertainty about a given state’s regime charac-
teristics, it becomes harder to predict its behavior in crises. When a leader faces an opponent state
with an uncertain regime in a crisis, there is an increased range of potential outcomes and costs
that might arise from conflict, some of which might threaten the leader’s office prospects. Hence,
we theorized that uncertainty about a state’s regime type will result in cautious behavior by its ad-
versaries, ultimately increasing the likelihood of peace prevailing in crises. To test this hypothesis,
we developed a novel measure of uncertainty about regime type using a variety of existing regime
indicators. Extensive empirical tests looking at conflict behavior at different levels of escalation
and violence suggest that regime uncertainty is indeed a source of caution and peace.

Our results on regime uncertainty contributes to the broader literature on the link between
uncertainty and conflict. Scholars have recognized that not all forms of uncertainty are conflictual:
while uncertainty about capabilities and resolve could increase risk of conflict (Fearon, 1995),
uncertainty about outcomes, or the durability of power shifts can be a source of peace (Bas and
Schub, 2016a, 2017a). With this study, we add regime uncertainty to the list of peaceful forms
of uncertainty and hope that our results motivate further theoretical and empirical research on
different forms of uncertainty in international relations.

Our measure could be utilized in a few important substantive research areas. For instance,
regime uncertainty may interact with other systemic, state or leader-level factors in shaping the
dynamics of nuclear assistance and cooperation (Gheorghe, 2019; Way and Weeks, 2014); it may
exacerbate or reduce conflictual effects of disasters (Brancati, 2007) or future disaster risks (Bas

One example is the interaction between the USSR and Romania during late 1960s. After the Warsaw Pact invasion
of Czechoslovakia in 1968, there were rumors about a possible invasion of Romania, reflecting Moscow’s attempt to
punish its leadership for following a more independent foreign policy. To Moscow’s dislike, Ceausescu’s Romania
established diplomatic relations with West Germany, remained neutral in the USSR - China dispute, and openly con-
demned the Warsaw Pact invasion in Czechoslovakia (Stanciu, 2013, 354). The Soviets seemed to be uncertain about
Romania’s commitment to the overall Communist cause, given perceived nationalist tendencies in the country and its
leadership. In the end, the Soviets proceeded with caution against Romania and chose to deal with Ceausescu through
diplomacy and negotiations (Gheorghe, 2015).
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and McLean, 2021); or influence the patterns of state support for non-state actors (San-Akca,
2009, 2016). Beyond the literature on interstate security, the literature on the rational design of
international institutions focuses on how uncertainty about behavior, preferences, or the state of
the world affect the depth of institutionalized cooperation (Koremenos, Lipson and Snidal, 2001).
Focusing on trade agreements, Rosendorff and Milner (2001) argue that escape clauses are an
efficient outcome under greater domestic uncertainty. Scholars can use our measure to test similar
hypotheses about the link between regime uncertainty and the structure and content of international
agreements. Similarly, regime uncertainty has implications for the study of cooperation in other
areas, such as the credibility of long-term commitments in climate negotiations (Böhmelt, Böker
and Ward, 2016). Finally, to the extent that alliance formation behavior is related to regime type
and similarity (Werner and Lemke, 1997), our measure would be helpful for studies on alliance
formation, or economic and military assistance more generally.
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Online Appendix for
Regime Uncertainty and Interstate Conflict

Muhammet A. Bas Omer F. Orsun

Construction of the Measure

In assigning countries into three regime classes, our approach extracts both the regime category
(democracy, semi-democracy, and autocracy) as well as regime type membership probabilities
using latent class analysis. We then use these membership probabilities to construct our measure
of uncertainty.

More specifically, let each of the d ∈ {1, .., D} regime indicators place each of the country-
years i ∈ {1, . . . , N} into mutually exclusive regime categories or levels r ∈ {1, . . . , Rd}. Rd

is indexed by d to allow for the possibility that different indices might use different number of
categories. Denote the observed data Yidr such that Yidr = 1 if democracy indicator d assigns
country-year i into regime category r and Yidr = 0 otherwise. In addition, let t ∈ {1, . . . , T}
denote the latent regime types. Similarly, pt represent the mixing probabilities - the probability
that a country is type t - and the probability that a country is assigned into regime category r

by indicator d given it is type t, denoted πdrt. Hence, the probability of observing country i’s
assignment patterns given it is type t is

f(Yi; πt) =
R∏

r=1

D∏
d=1

(πdrt)
Yidr

1



The probability mass function across all T latent classes is then

Pr(Yi|π, p) =
T∑
t=1

ptf(Yi; πt)

The parameters pt and πdrt are estimated by maximizing the log-likelihood:

lnL =
N∑
i=1

ln

T∑
t=1

pt

R∏
r=1

D∏
d=1

(πdrt)
Yidr

The likelihood is maximized using the expectation-maximization (EM) algorithm, where regime
type memberships are unknown and treated as missing (McLachlan and Peel, 2000; McLachlan
and Krishnan, 2007), hence, p̂t and π̂drt are randomly initiated and updated through iterations.
Given estimated p̂t and π̂drt from this procedure, the posterior probability that each country-year
belongs to each class based on their scores in the manifest variables using modal assignment is

P̂ r(t|Yi) =
p̂tf(Yi; π̂t)∑T
q=1 p̂qf(Yi; π̂q)

From this posterior probability, we extract both the latent regime type and our uncertainty estimate
based on the agreement between the manifest regime indicators d: we assign a country-year to the
regime type t with the highest posterior probability P̂ r(t|Yi). Besides their classification purposes,
these posteriors allow us to estimate the uncertainty over a country’s latent regime type in the
following form

Ûi = 1−max
t
P̂ r(t|Yi) (1)

In other words, this approach extracts the uncertainty over belonging to the most likely regime
type.1

1Alternatively, Entropy can be used to capture the uncertainty over belonging to any type:

Ĥi = −
T∑

t=1

P̂ r(t|Yi) log P̂ r(t|Yi).

The resulting measure is highly correlated with the one we propose and thus we focus on our measure due to its simpler
construct.
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Figure A1: Classifying V-Dem Electoral Democracy Index: How Many Regime Categories?

0.0

2.5

5.0

7.5

0.00 0.25 0.50 0.75
Polyarchy

D
en

si
ty

Two Type Classification

0.0

2.5

5.0

7.5

10.0

12.5

0.00 0.25 0.50 0.75
Polyarchy

D
en

si
ty

Three Type Classification

0

20

40

60

0.00 0.25 0.50 0.75
Polyarchy

D
en

si
ty

BIC-Based Classification

Notes: The figure reconstructs V-Dem’s electoral democracy, Polyarchy, index (Coppedge et al., 2017) from its under-
lying manifest variables using latent class analysis. Electoral democracy index measures the extent to which the ideal
of electoral democracy is in its fullest sense achieved. The figure shows the distribution of the regimes types extracted
with our algorithm over the electoral democracy index. The first, second, and third figures present the distribution of
regime type based on two, three, and twenty classes resulting from a BIC-based selection, respectively. In comparison
to the three-type classification, the two-type classification pools semi-democracies and democracies together and the
BIC-based twenty-type classification is highly complex, without a substantively clear pattern.

Comparing Regime Uncertainty and Rater Uncertainty

The V–Dem project allows raters to rate their confidence for the specific scores they assign to a
given country-year. For example, a rater may provide a score of 5 for a given country and indicate
that her confidence is 0.90 for the assigned score. In the end, this confidence rating is used to
calculate the uncertainty around the point estimate for that country-year for a given sub-level V-
Dem indicator.

While this rater uncertainty approach focuses on uncertainty about a given continuous score in
the form of a confidence level for the estimate, our measure of regime uncertainty focuses on the
the theoretical uncertainty over belonging to one of the three regime types. For this reason, we do
not think V-Dem’s expert confidence measures would be a good proxy for regime uncertainty that
we theorize. As we argue in the manuscript, existing theories tend to talk about distinct regime
classes as they are relevant to foreign policy behavior rather than an underlying continuous regime
variable. That being said, we provide a comparison between these two measures of uncertainty
by (1) applying our method to the sub-components of V-Dem’s Electoral Democracy Index (Pol-
yarchy) to extract three regime types and calculate our regime uncertainty; and then (2) using the
confidence ratings from each rater to calculate the average rater uncertainty for each country-year.

We present these results in Figure A2. The red, yellow, and blue colored bars respectively in-

3



dicate a regime classification of autocracy, semi-democracy, and democracy based on our method,
plotted against the electoral democracy index. Moreover, the smoothed red and green lines indicate
our regime uncertainty measure and the rater uncertainty by the experts, respectively, put on the
same scale for comparison. Our regime uncertainty (red smoothed line) measure has a bimodal
distribution, where the peaks are unsurprisingly concentrated around the overlapping densities of
the three regime classes (first peak around 0.10-0.20 and the second peak around 0.5). This find-
ing mirrors our discussion of the patterns of regime uncertainty in the manuscript. We also find
that experts indicate higher uncertainty (lower levels of confidence) around these two peaks. Until
0.5, both our measure of regime uncertainty and V-Dem’s rater uncertainty follow similar trends.
As the regime becomes more democratic, average regime uncertainty as we measure decreases
whereas V-Dem’s rater uncertainty interestingly increases. While we do not have a clear answer
for the divergence, we believe this is an interesting future avenue of research.2

2To calculate the rater uncertainty score, we emulate the creation of the electoral democracy index and use the
relevant weights on the subcomponents. To create the subcomponents of the electoral democracy index, we use the
inverse of normalized uniqueness scores on subsubcomponents.
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Figure A2: Comparing Regime Uncertainty and Rater Uncertainty

Rater Uncertainty

Regime Uncertainty

0.0

2.5

5.0

7.5

10.0

12.5

0.00 0.25 0.50 0.75
Electoral Democracy Index

Autocracy Semi-democracy Democracy

Regime Classification, Regime Uncertainty, and Rater Uncertainty

Notes: The figure reconstructs the second graph from Figure A1 and compares average of our regime uncertainty
score (red smoothed line) with V-Dem’s average rater uncertainty (green smoothed line) at different values of electoral
democracy index. Our regime uncertainty measure has a bimodal distribution, where the peaks are concentrated around
the overlapping densities of different regime types (first peak around 0.10-0.20 and the second peak around 0.5). The
graph indicates that experts have higher uncertainty (lower levels of confidence) around these two peaks.
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Figure A4: Excluding Polity IV and Electoral Democracy Index
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0 5 10 15 20
Electoral Democracy Index
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y 
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Excluding Polity IV and Electoral Democracy Index

Notes: The figure illustrates the convergent validity of our measure by excluding Polity IV and V-Dem Electoral
Democracy Index from our measurement model and comparing our new regime type variable with these two excluded
datasets. The red, yellow, blue dots represent an assignment of autocracy, semi-democracy, and democracy in this new
measure respectively.
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Table A1: Summary Statistics of the Regime Indices for Latent Class Analysis

Dataset Source Obser. Mean St.D. Min Max

Arat Arat (1991) 3,873 5.37 1.91 1 9
Bollen Bollen (2001) 510 6.52 3.35 1 11
BLM Bowman, Lehoucq and Mahoney (2005) 505 1.50 0.71 1 3
BMR Boix, Miller and Rosato (2012) 16,762 1.32 0.47 1 2
BNR Bernhard, Nordstrom and Reenock (2001) 10,320 1.34 0.48 1 2
Doorenspleet Doorenspleet (2000) 13,009 1.18 0.38 1 2
Freedom House Binary Freedom House (2018) 5,320 1.60 0.49 1 2
Freedom House Freedom House (2018) 8,136 7.47 4.12 1 13
GWF Geddes, Wright and Frantz (2014) 9,353 1.42 0.49 1 2
Hadenius Hadenius (1992) 129 5.57 3.59 1 11
Kailitz Kailitz (2013) 9,606 1.99 0.91 1 3
Lexical Index Skaaning, Gerring and Bartusevicius (2015) 18,529 3.78 2.35 1 7
Magaloni Magaloni, Chu and Min (2013) 10,257 1.43 0.49 1 2
Mainwaring Mainwaring, Brinks and Perez-Linam (2001) 2,156 1.68 0.84 1 3
Munck Munck (2009) 342 9.48 2.52 1 11
PACL Cheibub, Gandhi and Vreeland (2010) 9,115 1.44 0.50 1 2
PEPS1v Moon et al. (2006) 14,089 8.12 5.66 1 21
PIPE Przeworski (2013) 17,954 2.52 0.96 1 4
PITF Goldstone et al. (2010) 16,250 2.43 1.48 1 5
Polity IV Marshall, Gurr and Jaggers (2015) 16,986 10.45 7.07 1 21
Contestation (P) Coppedge, Alvarez and Maldonado (2008) 7,533 11.37 5.06 1 21
Inclusion (P) Coppedge, Alvarez and Maldonado (2008) 7,533 14.60 3.48 1 21
PRC Reich (2002) 10,786 1.63 0.85 1 3
Reign Bell (2016) 12,446 1.47 0.50 1 2
Svolik Svolik (2012) 8,555 1.45 0.50 1 2
Ulfeder Ulfelder (2012) 10,859 1.34 0.47 1 2
UTIP Hsu (2008) 6,215 1.48 0.50 1 2
Polyarchy (VDem) Coppedge et al. (2017) 21,805 6.83 5.67 1 21
Libdem (VDem) Coppedge et al. (2017) 21,017 6.04 5.22 1 21
Delib (VDem) Coppedge et al. (2017) 17,302 6.11 5.58 1 21
Partipdem (VDem) Coppedge et al. (2017) 17,253 5.41 4.82 1 21
Egal (VDem) Coppedge et al. (2017) 17,121 6.16 5.27 1 21
API (VDem) Coppedge et al. (2017) 21,805 9.48 6.30 1 21
MPI (VDem) Coppedge et al. (2017) 21,805 4.02 5.58 1 21
Competition (Van) Vanhanen (2014) 15,735 6.05 5.05 1 15
Democratization (Van) Vanhanen (2014) 15,735 2.68 2.36 1 11
Participation (Van) Vanhanen (2014) 15,735 5.22 4.39 1 15
WGI Kaufmann and Kraay (2017) 3,742 12.24 4.86 1 21
WTH Wahman, Teorell and Hadenius (2013) 7,429 1.44 0.50 1 2
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Table A3: Summary of Posterior Probabilities and Uncertainty, 1800-2016

Statistic N Mean St. Dev. Min Max

Mixing Probabilities
p̂Democracy 25,568 0.23 0.00 0.23 0.23
p̂Semi-democracy 25,568 0.22 0.00 0.22 0.22
p̂Autocracy 25,568 0.55 0.00 0.55 0.55
Posterior Probabilities
P̂ r(Democracy|Yidr) 25,568 0.23 0.41 0.00 1.00
P̂ r(Semi-democracy|Yidr) 25,568 0.23 0.40 0.00 1.00
P̂ r(Autocracy|Yidr) 25,568 0.54 0.48 0.00 1.00
Classifications
Democracy 25,568 0.22 0.42 0 1
Semi-democracy 25,568 0.22 0.42 0 1
Autocracy 25,568 0.55 0.50 0 1
Uncertainty
Regime Uncertainty (Ûi) 25,568 0.03 0.09 0.00 0.55

.
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Table A7: Excluding Democracy Variables from Militarized Compellent Threat Analyses

(1) (2)
UncertaintyI -21.6∗∗∗ -19.9∗∗∗

(6.74) (6.34)
UncertaintyT 10.5 21.3

(9.61) (15.18)
Constant 0.46 0.35

(0.90) (0.99)
Observations 230 198
Pseudo R2 0.2083 0.2482
World Wars Dummy Excluded
Control Variables Yes Yes
Clustered standard errors are reported in parentheses.
Dependent variable is failure of threat effectiveness,
hence, a negative (positive) coefficient indicates
failure (success) of compellent threats.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

.
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Table A8: Dispute Escalation from Threat, Display of Force to High Levels of Conflict

Fatal MIDs Use of Force War
UncertaintyT -3.97∗∗ -1.14 -2.97∗

(1.71) (0.71) (1.80)
DemocracyI 0.079 -0.46∗∗∗ -0.12

(0.21) (0.16) (0.31)
DemocracyT -0.10 0.055 -0.89∗∗

(0.23) (0.14) (0.39)
Joint Democracy -0.93∗ 0.24

(0.50) (0.28)
Capability Ratio I

I+T
-0.087 -0.33∗∗∗ -0.0042
(0.07) (0.07) (0.12)

Major PowerI 0.10 -0.022 1.09∗∗∗

(0.18) (0.13) (0.31)
Major PowerT -0.30 -0.36∗ 0.22

(0.26) (0.20) (0.42)
Contiguity 0.41∗∗ -0.058 -0.36

(0.18) (0.13) (0.29)
Distance -0.18∗ 0.047 -0.20

(0.10) (0.05) (0.12)
Constant -0.018 0.82∗∗ -1.29

(0.71) (0.42) (1.02)
Observations 1980 1980 1843
Pseudo R2 0.0615 0.0445 0.0554
Clustered standard errors are presented in parentheses
Peace years and cubic splines are not presented to save space.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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